How to Understand and Outwit Adaptation
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Adaptation is the ability of a system to respond and reset itself even in the continuing presence of a stimulus. On one hand, adaptation is a physiological necessity that enables proper neuronal signaling and cell movement. On the other hand, adaptation can be a source of annoyance, as it can make biological systems resistant to experimental perturbations. Here we speculate where adaptation might live in eukaryotic chemotaxis and how it can be encoded in the signaling network. We then discuss tools and strategies that can be used to both understand and outwit adaptation in a wide range of cellular contexts.

INTRODUCTION

They say change is inevitable, but what matters is how you deal with it. And, within limits, nature is very good at coping with change. Many biological systems can maintain core functions at a steady level, even when faced with a change in conditions around them. Here we focus on adaptation, the ability of a system to respond and, over time, return to its baseline activity even when the influence that caused the response persists. We regard this behavior as a subset of all homeostatic mechanisms that deal with fluctuating environments, and the conceptual and experimental tools we outline here will be relevant to the study of both.

Adaptation is a remarkable behavior that is easy to demonstrate with the following example: put your hand on a table, and you will immediately feel the table’s surface on your skin. Within a few seconds, however, you will cease to feel the table’s surface. Your sensory neurons responded to the stimulus momentarily, but over time less and less, until they may not respond at all (Figure 1A, left). Now, only pushing down harder—a stronger stimulus—will trigger another response. Hence adaptive systems can sense changes in conditions, a property that extends the dynamic range of a system to interpret the strengths of stimuli. For cellular responses, this ability is encoded in protein networks. Adaptation is a widespread phenomenon and occurs in the context of many physiological functions. Nevertheless, there are only a few cellular contexts for which the relevant proteins have been identified and where it is understood how they interact with one another to generate adaptation (Alon et al., 1999; Burns and Baylor, 2001; Krupnick and Benovic, 1998; Lohse et al., 1992; Yi et al., 2000).

Adaptation can also simply be a nuisance: consider a scientist interested in understanding how a neuron communicates via its neuronal synapse. Such a scientist might add an inhibitor to attenuate the activity of receptors on a connected postsynaptic neuron. Surprisingly, this inhibitory effect turns out to be only transient. Over time, the postsynaptic neuron is able to adapt to this perturbation, a “stimulus” of different sorts, and return to its original ability to fire (Frank et al., 2006) (Figure 1A, right). If not visualized at the right time, it’s easy to see how this transient behavior could have been missed and the perturbation classified as having no effect at all. Later, we show how less acute perturbations might be even more susceptible to this problem (Murthy et al., 2001; Thiagarajan et al., 2002; Turrigiano et al., 1994). Annoying.

In both of these examples, and for adaptation in general, a step input is interpreted by a signal transduction circuit—the “adaptation module”—which mounts a transient response that returns to its prestimulus level even if the stimulus persists (Figure 1B).

In this Perspective, we present recent advances on how adaptation is achieved. We begin with a study of bacterial chemotaxis where adaptation is understood best. Here we see how multiple, discrete adaptation modules, with distinct functions, can be found in a single signaling network. We discuss how the architecture of a protein network can form such an adaptation module. Inspired by these findings, we apply these lessons to eukaryotic chemotaxis, where adaptation is essential for proper cell behavior, yet our understanding of how it arises is limited. We end with examples of tools and strategies that will be instrumental to outwit adaptation in any cellular context—no matter whether your goal is to understand or avoid adaptation.

One System with Two Adaptation Modules as an Inspirational Case Study

Adaptation is a ubiquitous feature of signaling cascades throughout the natural world. Even “simple” organisms, like bacteria, make full use of it to steer their tiny bodies up gradients of attractive chemicals such as nutrients and away from harmful compounds. Adaptation enables them to follow an effective strategy. If life is getting better, keep going. If life is getting worse, try a new direction (Berg and Brown, 1972; Macnab and Koshland, 1972).

Escherichia coli alternate between “runs,” periods of smooth and straight swimming when they are propelled by counterclockwise (CCW) rotation of their flagella, and periods of “tumbling,” where clockwise (CW) rotation of their flagella reorients the cell in a random new direction. Information about changes in the environment is sensed by chemoreceptors, which regulate the directional bias of the beating flagella (Figure 2A). The key intermediate that controls this decision is phosphorylation of the protein Che-Y (CheY-P), which directly modifies tumbling frequency...
by binding to the motor protein FliM. A decrease in attractant concentration leads to a more active receptor, higher levels of CheY-P, and more tumbling. The opposite is true for an increase in attractant concentration, which decreases concentration of CheY-P and results in less tumbling and more runs (Porter et al., 2011) (Figure 2A).

A sensory adaptation module regulates the top of this cascade and is particularly well understood. Active receptors use negative feedback to reset their activity in the continuing presence of chemooattractant (Figure 2B, left). This is achieved by the methylase CheR and the demethylase CheB, which control methylation levels of the receptor. According to the prominent Barkai-Leibler model (Barkai and Leibler, 1997), CheR acts with a constant rate on all receptors, whereas CheB is regulated by receptor activity. In this way, an increase in receptor activity enhances the CheB-mediated negative feedback loop, brings receptor activity back down, and prepares the system for another round of comparing concentrations (Figure 2B, left). Adaptation acts rapidly (on the order of seconds) to turn off receptor signaling, and now only an increase in stimulus concentration will trigger another response (Figure 2B, right).

Recently, a second adapting module, deeply buried in the chemosensing system, was uncovered. This module plays an essential role for the signaling cascade to function robustly. A conundrum demanded further investigation. The bacterial motor has a very narrow operating range with regards to its regulator CheY-P. A 2-fold change in the concentration of CheY-P pushes the motor to extremes and results in essentially tumbles or runs only (Cluzel et al., 2000). However, basal levels of CheY-P can vary widely between individual cells (Kollmann et al., 2005), and hence a significant portion of cells should be stuck running or tumbling. But this is not the case. Robust switching responses are observed for the whole population (Alon et al., 1999). How do bacteria match the sensitivity of the motor to their CheY-P levels? Adaptation comes to the rescue—this time adaptation to an ambient internal protein concentration. A recent paper from the Berg laboratory shows that the steady-state concentration of CheY-P itself can be sensed and serve as an input signal for a slow adapting module (minute timescale) that regulates how many subunits of FliM the motor consists of (Yuan and Berg, 2013; Yuan et al., 2012) (Figure 2C, left). In this way, the motor itself adapts to ambient CheY-P concentrations. As a result, responses triggered by the receptor are always well aligned with the sensitivity of the motor (Figure 2C, right).

This section on bacterial chemotaxis demonstrates that adaptation isn’t picky and can happen at several levels. One upstream adaptation module is centered on the receptor, and another downstream module regulates the composition of the motor. In both cases these modules confer the ability to sense relative changes. One module enables the receptor to remain sensitive to increases of an extracellular signal, the chemooattractant, while similarly, the second module enables the motor to remain sensitive to changes in concentrations of the intracellular signal, CheY-P.

Moving forward, we appreciate that despite their similarities, these modules are another example for the two faces of adaptation. The adaptation module at the receptor has been at the focus point of experiments aimed at understanding chemotactic sensing. In contrast, the adaptation module conferring robustness to variable CheY-P levels could easily have been missed and classified as an annoying case where a reduction in protein levels doesn’t give a “phenotype.”

Inspired by bacterial chemotaxis, we take a look at the less understood signaling network of eukaryotic chemotaxis and suggest that adaptation, as in bacteria, might happen at several places in the signaling cascade. We speculate where such adaptation modules might lie and present the difficulties in defining them and teasing them apart.

Adaptation in Eukaryotic Chemotaxis

Most of what we know about single-cell chemotaxis in eukaryotes is based on Dictyostelium amoeba and neutrophils. Although bacteria are thought to rely exclusively on temporal comparisons to guide their movements, the bigger size of eukaryotic cells allows them to also sense spatial differences of ligand over their surface (Berg, 1988). These cells are able to make accurate spatial comparisons over a wide range of external agonist concentrations and employ adaptation to control appropriate responses in gradients (Zigmond, 1977; Zigmond and Sullivan, 1979). However, spatial gradients are not required to study adaptive behavior in these systems. Uniform addition of agonist suffices.

After a uniform increase in external agonist, there is no shortage of adaptive behaviors. Cells stop in their tracks when hit by uniform chemoattractant, but after a while adapt and continue along their path (Zigmond and Sullivan, 1979). This is recapitulated by transient activation of signaling pathways and transient accumulation or depletion of their outputs such as the signaling lipid PIP3 (Janetopoulos et al., 2004; Meili et al., 1999; Parent et al., 1998; Servant et al., 2000; Stephens et al., 1991), cGMP (Van Haaster and Van der Heijden, 1983), cAMP (Devreotes and Steck, 1979; Dinauer et al., 1980), actin polymerization (Hall et al., 1988), and activation of small GTPases Ras (Kae et al., 2004), Rac (Benard et al., 1999; Li et al., 2002; Park et al., 2004), Cdc42 (Benard et al., 1999), Rho (Wong et al., 2006), and Rap (Jeon et al., 2007), most of which can be followed with reporters in living cells.
How are these transient responses related to one another? Is adaptation generated in one place and successive downstream outputs follow (Figure 3A, panel i), or are there several independent adaptation modules (Figure 3A, panel ii)?

Based on studies in bacteria and other sensory systems, the simplest assumption is that sensory adaptation occurs at the level of the receptor. In this case, the downstream signaling cascade might only need to transmit the transient signal emanating from the receptor (Figure 3A, panel i). Unfortunately, unlike bacteria, known posttranslational modifications of GPCRs are not required for adaptation of many downstream signals involved in chemotaxis (Arai et al., 1997; Brzostowski et al., 2013; Hsu et al., 1997; Kim et al., 1997). This is surprising, because stimulus-dependent phosphorylation of a number of GPCRs (rhodopsin, B2-adrenergic receptor) leads to downregulation of these receptors, often accompanied by their internalization (Goodman et al., 1996). The nature of the first and most upstream component displaying adaptive behavior in eukaryotic chemotaxis is still uncertain. FRET measurements in Dictyostelium indicate that the alpha and beta/gamma subunits of heterotrimeric G-proteins become dissociated by receptor stimulation and remain in this state for as long as chemoattractant is present, even while downstream signals adapt (Janetopoulos et al., 2001; Xu et al., 2005). The first downstream signal known to adapt is Ras activity. A number of Ras isoforms are activated (GTP loaded) by chemoattractant in Dictyostelium (Kae et al., 2004; Zhang et al., 2008) and neutrophils (Zheng et al., 1997), two of which, RasC and RasG, have been most carefully studied in Dictyostelium with pull-downs and live-cell reporters (Kae et al., 2004; Sasaki et al., 2004). Supplemented by genetic data (Bolourani et al., 2006; Sasaki et al., 2004), they appear to sit at a branching point controlling several chemotaxis-relevant downstream responses, including the activation of the TOR complex 2 (Cai et al., 2010; Charest et al., 2010) and PI3 kinase signaling (Funamoto et al., 2003). RasC and RasG have distinct positive (GTP exchange factors [GEFs]) (Kae et al., 2007) and negative (GTPase activating proteins [GAPs]) regulators, only some of which have been identified. Whether any Ras’ immediate upstream regulators show adaptive behavior has not yet been investigated. These studies suggest that, if signaling is linear and only one adaptation module exists in the cascade, it lies downstream or parallel to the activation of heterotrimeric G-proteins, and upstream of or at the level of Ras activation.

Wherever it originates, some signaling nodes appear to efficiently transmit the kinetics of upstream activation. Studies in Dictyostelium show that indeed a change in adaptation dynamics can be relayed through several nodes down the signaling network (Figure 3A, panel i). Dominant active RasC extends the activation time course of both immediate downstream effectors PKB/PKBR1 and their respective downstream substrates (Cai et al., 2010). Similarly, genetic lack of the RasG GAP DdNF1, not only extends the activation time course of RasG activity but also that of the downstream PIP3 response (Zhang et al., 2008).

Is there more than one adaptation module in eukaryotic chemotaxis? Even bacteria, with their relatively simple signaling cascade have more than one adaptation module. Chemotaxing eukaryotes, with their significantly more numerous signaling components (Ridley et al., 2003), molecular redundancies (Hoeller and Kay, 2007; Hoeller et al., 2013; Ku et al., 2012; Sun et al., 2004; Vlahou and Rivero, 2006), parallel pathways (Chen et al., 2007; van Haastert et al., 2007; Veltman et al., 2008), and feedback loops (Charest et al., 2010; Sasaki et al., 2007; Weiner et al., 2002, 2006) are similarly likely to encode more than one adaptation module (Figure 3A, panel ii). One line of evidence supporting this hypothesis is that different components adapt at different timescales. In Dictyostelium, adapting responses can be roughly grouped into early (timescale: ~30 s—Ras activation, PIP3 production, PKB activation, cGMP production) and late (timescale: min—PLC activation, Ca2+ influx, CAMP production, myosin II light chain phosphorylation, PakA activation) (Franca-Koh et al., 2006). A second and stronger piece of evidence supporting multiple adaptation modules is that perturbations can affect the ability of some responses to adapt, while leaving other responses intact. For example, stimulating cells that express a mutant, nonphosphorylatable receptor, results in a failure to
generate adaptation for cAMP production, yet the adapting PIP3 response is left intact (Brzostowski et al., 2013).

How can we disentangle the relation between adapting outputs to uncover and define the circuits that form adaptation modules? Let’s consider a specific example to appreciate where the difficulty lies (Figure 3B).

In Dictyostelium, PIP3 levels, balanced by PI3kinase (PI3K) and lipid phosphatases like PTEN (Funamoto et al., 2002; Iijima and Devreotes, 2002), rise and adapt to a step input of chemoattractant. PI3K produces PIP3, and this enzyme is activated by binding to GTP-loaded Ras. Importantly, the Ras-mediated effect on PIP3 production will not be constant (Huang et al., 2003), because Ras activity itself temporarily peaks after uniform stimulation with chemoattractant. Hence, do PIP3 levels just track the earlier Ras activity? Are Ras dynamics required for PIP3 transients?

Feedback regulation further complicates the identification of adaptation modules. How can we know what constitutes the relevant subcircuit when “downstream” feeds back to “upstream”? In our example, “upstream” Ras activity has been shown to be sensitive to changes in PIP3 levels “downstream” (Huang et al., 2013; Sasaki et al., 2004) (Figure 3B). A similar exuberance of connectivity has been shown for PIP3 and Rac in neutrophils (Brachmann et al., 2005; Inoue and Meyer, 2008; Weiner et al., 2006; Welch et al., 2002; Yang et al., 2012) and is found in many signaling systems.

Activation of the chemoattractant receptor, and by consequence its many downstream effectors, has revealed a multitude of adapting responses. However, to identify the minimal circuits that are capable of carrying out adaptation, we need tools that can drive activation of specific subcircuits downstream of the receptor. Recent years have seen an exciting expansion of the toolkit available to perturb cellular systems with high specificity and temporal resolution. In the next section, we describe some of these tools and show how they allow us to trigger signaling at user-defined nodes, watch adaptation as it happens, and avoid the complicating effects of compensation.

Methods for Outwitting Adaptation
No matter whether you regard adaptation as an interesting feature or an annoyance, weak, slow acting perturbations are your enemies, because adaptation can make their effect invisible. In contrast, an acute and strong perturbation is most likely to elicit a clear, interpretable response (Figure 4A).

If the perturbation is weak or slow to take effect, adaptation can catch up with it, and the system might not show any response or phenotype (Figure 4A, middle). Genetic perturbations such as knockout and RNAi have identified a number of molecules that mediate chemotaxis (Sun et al., 2004; Gu et al., 2003; Weiner et al., 2006; Liu et al., 2010; Yoo et al., 2010; Nishio et al., 2007; Li et al., 2003; Artemenko et al., 2012, 2011; Chen et al., 2007; Iijima and Devreotes, 2002; Zhao et al., 2002). Whereas RNAi allows researchers to survey large numbers of candidate molecules in a reasonable time frame, phenotypes elicited by this approach are often weak or absent due to insufficient reduction of target proteins owing to inefficient silencing (Pankov et al., 2005) and or long protein half-lives (D’Angelo et al., 2009). These limited and chronic perturbations might allow cells to compensate through the modulation of intracellular signaling, an outcome that might mask the effect of the target molecule’s inhibition (Figure 4A, middle).

A second important consideration is the choice of an appropriate observation window: look too late and the response is missed, leaving only the compensated state to be observed (Figure 4A, right). This applies particularly to nonconditional genetic knockouts where no observation is possible immediately after the perturbation. As a result, these technical and
biological constraints, tools with greater temporal acuity are required to probe adaptive signaling processes. Only with such tools can one truly see how signaling molecules form adaptive circuits and how these circuits relate to each other within the signaling network. Of particular value are methods that allow for fast switching between off- and on-states, because these enable the researcher to make observations before the system has the chance to adapt (Figure 4A, left).

Pharmacological manipulation provides an excellent means of acute and potentially reversible perturbation of endogenous molecules and can act on the order of seconds. While extant and well-characterized small molecules are very useful tools, many important signaling molecules are not currently known to be small-molecule targets. Furthermore, even where drug-like molecules are available, isoform specificity and off-target effects are significant concerns. This is especially true for small molecules that target conserved binding domains, regions of conservation within a protein family, or share structural similarity with other molecules. For example, drugs that target protein kinases and function as ATP competitors run the risk of targeting other kinases with similarly structured ATP binding pockets. To get around this problem of specificity, Shokat and colleagues took a chemical genetic approach in which the ATP-binding site of a Src-family tyrosine kinase was engineered to have a unique ATP-binding pocket not found in any wild-type kinases (Bishop et al., 2000). By screening through rationally designed ATP analogs, Shokat and colleagues identified a potent and specific inhibitor for this modified kinase. Furthermore, the generality of this approach enables the generation of conditional alleles for many kinases, allowing the possibility of understanding the specific signaling roles of individual kinases in signaling systems rich with crosstalk (Bishop et al., 2000). While such an approach is broadly applicable to kinases, analogous strategies are not readily apparent for many other important protein families for which we need more general perturbative tools.

To overcome these shortcomings, many groups have recently begun to utilize several different flavors of genetically encoded systems that allow reversible control of protein-protein interactions. These “induced dimerization systems” have been a big hit, owing to their generalizability, stability, fast switching times (–secs) and orthogonality to cellular processes (Bayle et al., 2006; Kennedy et al., 2010; Levskaya et al., 2009; Stankunas et al., 2008; Strickland et al., 2012). A founding member of this family is the rapamycin-inducible protein-protein interaction system, in which the small molecule rapamycin forms a ternary complex with two protein domains: FKBP, a domain from the FK506 binding protein, and FRB, the FKBP12 rapamycin binding domain of mTOR. The rapamycin system has been used extensively with success in a variety of cell types, with one protein domain (usually FRB) targeted to a subcellular location and serving as the anchor point for recruitment of a signaling domain fused to the other (FKBP). Ever since the first application of this system to oligomerize artificial receptors to initiate signal transduction in live cells (Spencer et al., 1993), its uses have extended far beyond the original goals. FKBP domains can also be used to recruit molecules away from their physiologically relevant location, such as to the nucleus (Haruki et al., 2008; Komatsu et al., 2010; Robinson et al., 2010).

**Figure 4. Tools for Rapid Perturbation of Molecular Networks**

(A) An ideal perturbation acts quickly, and its effect can be observed immediately (left). Weak phenotypes can be observed if perturbations are slow to take effect or if the observation is made at the wrong time (right).

(B) The Phy-PIF optogenetic dimerization system. Red light induces a conformational change in the Phy protein to allow the PIF protein to bind, whereas infrared light reverses this interaction, providing a means for light-gated control of dimerization (left). When Phy is localized to the site of activity for a signaling protein that is fused to PIF, this leads to optogenetic control of protein activity. For example, light-gated recruitment of PI3K to the plasma membrane leads to the production of PIP3, the lipid product of PI3K (left). Paired with a live-cell readout of PIP3 production, a computational feedback controller can measure PIP3 production and deliver the appropriate amount of light input to drive the proper amount of PI3K to the membrane to hold PIP3 levels steady, even in the presence of a low dose of stimulus (right). Adapted from Toettcher et al., 2013.

(C) Table of commonly used perturbation tools. Some examples of their uses are mentioned in the text, and references are indicated in the rightmost column. See also Kappel et al. (2007); Peng et al. (2011); Pluta et al. (2007); Pringle (1975); and Tan et al. (2009).
The Wiring of an Adaptation Module

It appears that only a limited number of simple network topologies can support adaptation. A recent computational study employed a reverse engineering approach to comprehensively elucidate the number of ways a simple network can be wired to achieve robust and precise adaptation. This analysis revealed that at least three nodes are required, and that even for a three-node network only a limited set of architectures give adaptive behavior to a stimulus. With one node receiving input, one node transmitting output and one regulatory node, only two overall architectures emerged (Figure 5B) (Ma et al., 2009). Additionally, a computational feedback controller that measures PIP3 production and drives light-gated PI3K recruitment can hold intracellular levels of PIP3 steady even in the face of changing pathway activation in single cells (Figure 4B, right) (Toettcher et al., 2011). Coupling automated control of light inputs with the Phy-PIF system promises to be a transformative tool for studying complex signaling systems. By probing how the activities of individual signaling molecules within a circuit vary over time in response to such synthetic signaling inputs, we can watch the information flow and processing in signaling systems. Figure 4C lists the characteristics of some of the aforementioned commonly used tools for perturbation studies.

One can now begin to dissect signaling circuits by first selecting the input and output nodes for characterization. By using an acute perturbation tool such as the Phy-PIF system, a light-gated step input can be delivered to activate signaling at one node, while at another node downstream the output can be measured (e.g., live-cell readout, collecting time points for biochemical analysis, etc.) (Toettcher et al., 2013) (Figure 5A). By mapping input-output relationships throughout small portions of the network, functional signaling units capable of adaptation can be identified. Used in combination with other pharmacologic or genetic tools, the circuit in question can further be isolated from complicating feedback mechanisms.

Whether a researcher is interested in studying adaptation or avoiding it altogether, combining a fast perturbation with the appropriate time window of observation will increase the chances of visualizing the strongest phenotype prior to adaptation kicking back in.

For a researcher interested in adaptation, once an adaptation module has been identified, the next question will be how the components are linked together to achieve adaptation. In the next section we discuss the network topologies capable of carrying out adaptive responses.

More recently, optogenetic systems have been developed that make use of light-gated conformational changes in naturally occurring light-responsive proteins. Several approaches have been developed to control cell signaling with light, including receptors such as channelrhodopsin (Boyd et al., 2005; Han and Boyd, 2007), synthetic light-gated glutamate receptor (Szobota et al., 2007), mammalian visual blue opsin (Karunarathne et al., 2013), the homodimerizer FP Dronpa (Zhou et al., 2013), and protein heterodimerizers, which include cryptochromes (Kennedy et al., 2010), light-oxygen-voltage sensing (LOV) domains (Strickland et al., 2012; Wu et al., 2009), and phytochromes (Quail, 2002) from plants. Our lab has focused on the phytochrome red and infrared light-sensing system from plants. Red light induces the association of the light-responsive phytochrome (Phy) protein to its interacting factor, PIF, and this association is reversed in the presence of infrared light (Figure 4B, left) (Quail, 2002). This Phy-PIF light-gated protein heterodimerization system has now been optimized as an opto-genetic tool that can deliver precise, time-varying, intracellular signaling inputs into individual cells (Figure 4B, right). Importantly, image-based live-cell readouts of intracellular activities can be used with the Phy-PIF system to titrate the amount of light input required to drive a defined time course of signaling activity or to clamp intracellular signaling activities at a desired level. Light-gated dimerization of the yeast mitotic cyclin Clb2 to different subcellular locations during mitosis revealed different functions for Clb2 in coordinating cell division (Yang et al., 2013). Additionally, a computational feedback controller that measures PIP3 production and drives light-gated PI3K recruitment can hold intracellular levels of PIP3 steady even in the face of changing pathway activation in single cells (Figure 4B, right) (Toettcher et al., 2011). Coupling automated control of light inputs with the Phy-PIF system promises to be a transformative tool for studying complex signaling systems. By probing how the activities of individual signaling molecules within a circuit vary over time in response to such synthetic signaling inputs, we can watch the information flow and processing in signaling systems. Figure 4C lists the characteristics of some of the aforementioned commonly used tools for perturbation studies.
turns on an output, but negative feedback triggered by the output acts over time to return the output to baseline (Figure 5B, left panel and graph). This topology is used to regulate receptor activity in many systems including sensory receptors in bacterial chemotaxis and the G protein coupled receptor (GPCR) rhodopsin in visual transduction (Arshavsky, 2002), as well as other eukaryotic systems ranging from osmoregulation in yeast (Muzzey et al., 2009) to Ca²⁺ homeostasis (El-Samad et al., 2002).

The second architecture is given by an incoherent feedforward loop (IFFL), where adaptation is achieved without directly monitoring the level of output. Here, a stimulus turns on an output quickly but also directly and, proportional to the strength of stimulus, turns on an inhibitor. Two conditions need to be met for this circuit to produce adaptation. First, the inhibitor needs to act on a slower timescale to give the output time for the initial rise. Second, the inhibitor and activator must balance perfectly in strength at later time points (Figure 5B). This architecture is the leading candidate for an overall adaptation architecture in eukaryotic chemotaxis (Iglesias and Devreotes, 2008; Takeda et al., 2012; Wang et al., 2012; Xiong et al., 2010) but continues to be scrutinized because definitive molecular evidence is lacking.

Both the NFBL and the IFFL topologies yield similar adaptive behaviors to step inputs of external agonist, but selective activation of nodes at different levels in the pathway and more complex time-varying inputs can help to distinguish the underlying network architecture.

**Acute Perturbation Tools Enable Elucidation of Network Circuity**

Acute perturbation tools enable us to tease apart the two network architectures capable of perfect adaptation (Figure 5B) (Ma et al., 2009). For eukaryotic chemotaxis, it has been suggested that both negative feedback and incoherent feed forward can regulate portions of the signaling cascades (Charest et al., 2010; Takeda et al., 2012). Both topologies produce a transient output from a step input at the top node (Figure 5C, plots outlined in blue). What sort of input might be used to distinguish between these two models? One possibility is to apply a step input at the level of the output. In the IFFL model, inhibitor activation is independent of the output, whereas the NFBL model relies on the output to drive the inhibitor. By applying a bolus of output activity and determining which trajectory the activity will take, the two models can be distinguished (Figure 5C, plots outlined in orange). For NFBL, a step input of output activity will trigger the activation of the inhibitor. Because the output and the inhibitor are linked by negative feedback, output levels will decline back to baseline. The IFFL is different—because the inhibitor is independent of the output, the output itself remains in its sustained, high activity level.

This is only the beginning, as more sophisticated time-varying inputs such as linear ramps (Chang and Levchenko, 2013), noise fluctuation (Becskai and Serrano, 2000; Weinberger et al., 2008), frequency responses (Purvis et al., 2012; Toettcher et al., 2013), and multiple inputs are ported from engineering into biology to interrogate signaling circuits. For example, Chang and Levchenko propose that inputs that increase with constant rates (“ramps”) can be used to distinguish between IFFL and NFBL networks (Chang and Levchenko, 2013). Firtel and colleagues found that varying the stimulus step size in Dictyostelium led to RasG adaptation kinetics that is predicted by an incoherent feedforward mechanism (Takeda et al., 2012). Weinberger et al. have successfully used the autocorrelation of noise in gene expression to identify positive feedback as a means of regulating gene-expression lifetime (Weinberger et al., 2008).

As cell biology moves into an era of identifying higher order network behavior, exciting times are ahead. Old questions, like how moving cells deal with chemical stimuli, might be solved, and undoubtedly the new wave of tools will open new questions. And if this nagging doubt about a mutant you always thought should have a phenotype creeps back in your mind, maybe it is time to test some of these tools for yourself?
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